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Written communication and information exchange is a
vital factor in human society. Impairments, which lead
to a reduction of typing speed, therefore, severely
inf luence quality of life and cut off a person from equal
participation in the information society.

This pro blem is being add ressed by FASTY – a Euro p e a n
p roject funded by the Fifth IST R&D Fra m ewo rk
P rogra m m e. The project started in Ja nu a ry 2001, and will
run until December 2003. The consortium is led by Fo rt e c
– Vienna Unive rsity of Te ch n o l ogy (Au s t r i a ) . The other
p a r t n e rs are the Austrian Re s e a rch Institute for A rt i f i c i a l
I n t e l l i gence (Au s t r i a ) , FTB (Fo rs chungsinstitut Te ch n o l og i e -
B e h i n d e rt e n h i l fe, G e rm a ny ) , the Dep a rtment of L i n g u i s t i c s
at Uppsala Unive rsity (Swe d e n ) , Multitel ASBL (Belgium),
IGEL GmbH (Germ a ny ) , E l i s ab e t h i num Axams (Au s t r i a ) ,
IkuT – Inge n i e u r bü ro für Kunst und Te chnik (Germ a ny ) ,
and Facultés Unive rs i t a i res Notre-Dame de la Paix (Belgium).

Since languages display a high degree of re d u n d a n cy, l ow -
speed typists can be supported by Pre d i c t ive Typing (PT)
s y s t e m s. S u ch systems attempt to predict subsequent
p o r tions of t ext by analysing the text alre a dy entered by
the writer. C h a ra c t e r- by - ch a racter text entry is replaced by
making a single selection as soon as the desired wo rd or
sequence is offe red by the system in the selection menu .

S t a t e - o f - t h e - a rt programs for PT claim Key s t ro ke Sav i n g
Rates (KSR) of up to 75%. This does not mean, h oweve r,
t h at the text ge n e ration rate increases by a factor of fo u r.
Using PT consumes time, because the user needs to re a d
the selection menu and make a decision. O n ly substantial
KSRs will lead to an increase of c o m mu n i c ation speed.
To double the text ge n e ration rate of a typical mouth-stick
u s e r, the program must offer a KSR of about 65%.

S u ch high rates are curre n t ly only ach i eved for Engl i s h , a
l a n g u age almost unique in having a ve ry limited set of
i n f lectional endings. This pro p e rty makes it ideally
suited to the curre n t ly most popular PT tech n o l ogy,
wh i ch uses a statistical ap p ro a ch based on the pro b ab i l i t y
o f wo rd n-gra m s. By adapting programs designed fo r
E n glish to other languages (especially highly inflected ones) ,
the KSR drops significantly (usually below 30%). Th e re fo re,
most motor/speech impaired persons will experience no
gain in text ge n e ration rate from existing progra m s.

FASTY aims at providing impaired speake rs of l a n g u age s
other than English with PT systems that perfo rm as we l l
as those that nowa d ays are ava i l able for this language only.
FASTY is curre n t ly being implemented for Dutch ,
Fre n ch , G e rm a n , and Swe d i s h ,but it is based on a ge n e r i c

modular arch i t e c t u re, with a clear sep a ration betwe e n
p rocesses and language-specific re s o u rc e s. This should
m a ke adap t ation to other languages re l at ive ly easy.

The target languages of the FASTY project are highly
inflecting. Depending on the syntactic context, words
take different forms. As already mentioned, this makes
standard n-gram language modelling techniques less
effective. Thus, additional methods that are able to cope
with syntactic constraints are needed. Furthermore, in
most of FASTY’s target languages (i.e., Dutch, German,
Swedish), productively formed compounds are written
as single orthographic strings (in contrast to English,
where compound terms are groups of words separated
by a blank character or, at least, a hyphen). This causes
serious problems in terms of lexical coverage and data
sparseness to systems that do not perform some type of
compound processing.

The FASTY language component includes the fo l l ow i n g
m o d u l e s : wo rd- and part - o f - s p e e ch-based n-gra m
p re d i c t i o n ; gra m m a r-based pre d i c t i o n ; c o m p o u n d
p re d i c t i o n ; m o rp h o l ogical lex i c o n ; user lex i c o n ; c o l l o c at i o n -
based pre d i c t i o n . The modules are driven by a contro l l e r
engine that manages the input re q u i rements of e a ch
c o m p o n e n t , e s t ablishes the re q u i red input data from the
c o n t ex t , and combines the outputs in a meaningful way.

Preliminary experiments indicate that the n-gram-based
models , despite the problems mentioned above, still
provide reasonable predictive power, and they constitute
the core of the FASTY language component.

The grammar-based module performs a partial parse of
the current input, and it ranks the predictions provided
by the other modules on the basis of the grammatical
i n fo rm ation provided by the pars e. M o re ove r, i n
contexts where all predictions by the core component
are syntactically ill-formed, the grammar-based module
ge n e rates we l l - fo r med predictions using the
morphological lexicon.

The compound prediction module allows the user to
type (nominal) compounds in multiple steps. The user
can choose to complete the word constituting the first
part of the compound (if it is in the prediction list), and
then re-enter the prediction loop for the current word,
now getting predictions for the second par t of the
compound (and this process can be repeated as many
times as necessary to obtain longer compounds). >
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Compound prediction is based on a set of c o m p o u n d -
specific statistical models trained on a corpus wh e re
compounds have been split into modifiers and heads. I n
p re l i m i n a ry re s e a rch to be rep o rted at ECAI02 and
C O L I N G 0 2 , we have found that our split compound
model leads to an improvement in compound wo rd KSR
o f m o re than 15%, over a baseline model without
compound analy s i s. H oweve r, i n t egrating compound- and
wh o l e - wo rd prediction so that compound completions do
not get in the way of s i m p l e - wo rd predictions turns out to
be a rather difficult task, and we are still experimenting with
a l t e rn at ive integration strat eg i e s.

The morp h o l ogical lexicon provides the necessary
morphosyntactic information to the grammar-based
module. It also functions as a last resort prediction
source, if all the other modules run out of completions
before the user finds the word s/he intends to type.

The user lexicon is an add i t i o n a l , dynamic re s o u rc e
intended to  support t he style and vo c abu l a ry pre fe rre d
by a part icular user. It contains wo rds and n-gra m s
collected from the texts written by the user so fa r, a n d
thus may contain wo rds and phrases that may not be
p resent in the ge n e ral dictionary but are of
i m p o rtance for the user (e. g. , names of people the
user often add re s s e s, specific term i n o l ogy s/he is
u s i n g, e t c.)  The user dictionary is automat i c a l ly

augmented during text entry, a l l owing the pre d i c t i o n
o f wo rds new to the system aft er the first time they
a re used. At  the end of the session the user can
choose whether to save or discard new term s.

The final ve rsion of FASTY will also include a
c o l l o c ation-based module to provide predictions based on
the degree of t extual association between wo rds (or wo rd -
cl a s s e s ) . This module has not yet been implemented.

The language re s o u rces for all the FASTY languages are
n e a rly re a dy, and we expect to complete the
i m p l e m e n t ation of a realistic prototype of the wh o l e
system (excluding collocation-based prediction) ve ry soon.

At this stage, the biggest issues are those pertaining to the
i n t egration of the various components of the system.
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