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FASTY — A Multi-

to Text Prediction

Marco Baroni, Austrian Research Institute for
Artificial Intelligence (OeRAl), Vienna

Written communicaion and information exchange is a
vita factor in human society. Impairments whic lead
to a reduction of typing speed, therefore, severely
influence quality of life and cut off a person from equal
participation in the inf orméion society.

This problem is being addressed by FASTY — a European
project funded by the Fifth IST R&D Framework
Progamme. The project sated in Jaruary 2001, and will
run until December 2003 The corsortium is led by Fortec
— Viena Universty of Technology (Austria). The othe
partners are the Audrian Research Irstitute for Attificia
Intelligence (Audtria), FTB (Forschungsinstitut Technologie-
Behindertenhilfe, Ger many), the Departmert of Linguigtics
a Uppsaa Universty (Swveden), Multitd ASBL (Belgum),
IGEL GmbH (Germany), Elisabethirum Axams (Audtria),
[ kuT — Ingenieurbiro fir Kung und Technik (Germany),
and FacultésUniverstairesN are-Dame dela Paix Begum).

Since languages display ahigh degreeof redundancy, low-
speed typigs can be supported by Predictive Typing (PT)
systems.  Sudh gystems dtempt to predict subsequent
portionsof text by anadydng the text dready entered by
thewriter. Character-by-character text entry isreplaced by
making a sinde section as on & the desred word or
sequence is off ered by the sygem in the sdection menu.

State-of-the-art programsfor PT dam Keystroke Saving
Raes (KSR) of upto 75%. This does not mean, however,
that the text generaion rate increases by a factor of four.
Using PT consumes time, because the user needsto read
the sglection menu and meke adecision. Only substantial
K Rs will lead to an increese of communication speed.
To double thetext generation rate of atypicd mouth-gtick
user, the program mug offer aK SR of about 66%.

Such high rates are currently only achieved for Endish, a
language dmost unigue in having a very limited set of
inflectiond endings This property makes it idedly
suited to the currently most popular PT technology,
which uses astatigicd gpproach based on the probability
of word n-grams By alagpting programs desgned for
English to other langueges (espeddly highly irnflected ones,
the KSR dropssggnificantly (usudly below 30%). Therefore,
mog motor/spesch impeired persons will experience no
gan intext generation raefrom existing programs

FASTY amsat providing impaired spegkers of languages
other than English with PT systems tha peform as well
asthose tha nowadays areavailablefor thislaaguageonly.
FASTY is currently being implemented for Duch,
French, German, and Swedish, but it is based on ageneric

lingual Appr oach

modua architecture, with a cdear separation between
processes and language-specific resources T his shoud
make adaptation to other languages rel atively easy.

The target languages of the FASTY project ae highly
inflecting. Depending on the syntactic context, words
take diff erent forms As aready mentioned, this makes
standard n-gram language modelling techniques less
effective. Thus additional methods that are able to cope
with syntactic constraints are needed. Furthermore, in
most of FASTY'starget languages (i.e., Dutch, German,
Swedish), productively formed compounds are written
as single orthographic strings (in contrast to English,
where compound terms are groups of words separated
by ablank character or, at least, a hyphen). This causes
serious problems in terms of lexical coverage and data
sparseness to systems that do not perform some type of
compound processing.

The FASTY language componert includes the following
modules:  word- and pat-of-speech-based n-gram
prediction; grammar-based prediction; compound
prediction; morphologicd lexicon; usa lexicon; collocation-
based prediction. The modu es are driven by a controller
engne tha manages the input requirments of eath
component, establishes the required input data from the
context, and combines the outputsin ameaningful way.

Preliminary experiments indicate that the n-gram-based
models, despite the problems mentioned aove, still
provide reasonabl e predictive power, and they constitute
the core of the FASTY language component.

T he grammar-based module performs a partia par se of
the current input, and it ranks the predictions provided
by the other modules on the basis of the grammatical
information provided by the parse. Moreover, in
contexts where al predictions by the core component
are syntacticaly ill-f ormed, the grammar-based module
generaes well-formed predictions using the
mor pholagical lexicon.

The compound prediction module alows the user to
type (nominal) compounds in multiple steps. The user
can choose to complete the word constituting the first
part of the compound (if itisinthe prediction list), and
then re-enter the prediction loop for the current word,
now getting predictions for the second part of the
compound (and this process can be repeaed as many
times as necessary to obtain longer compounds).
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Compound prediction is based on a st of compound-
specific datisticd modes traned on a corpus where
compounds have been split into modifiersand heads In
preliminary reseach to be reported & ECAIO2 and
COLINGO02, we have found that our split compound
modd leads to an improvement in compound word KSR
of more than 15%, over a basdine modd without
compound andysis How ever, integrating compound- and
w hole-word prediction so that compound completions do
not get intheway o simple-word predictionsturns out to
bearather dfficut tak, and weaeill experimentingwith
dternativeintegration grategies

The morphologcd lexicon provides the necessxy
morphosyntactic information to the grammarbased
module It also functions as a last resort prediction
source if al the other modules run out of completions
before the user finds the word s/he intends to type.

The user lexicon is an additional, dynamic resource
intended to support thestyle and vocabulary preferred
by a paticular user. It contans words and n-grams
collected from the textswritten by theuser <o far, and
thus may contain words and phrases tha may not be
present in the generd dictionay but ae of
importance for the user (eg, names of people the
user often addresses, specific terminology s/he is
using, etc) The user dictionay is automdically

augmented during text entry, allowing the prediction
of words new to the system after the first time they
are used. At the end of the session the user can
choose whether to save or discard new terms

The find version of FASTY will dso include a
collocation-based modu eto provide predictionsbased on
the degree o textud association between words(or word-
dasses). Thismodule has not yet been implemented.

The language resourcesfor dl the FASTY langueges are
nearly ready, and we expect to complee the
implementation of a redidic prototype of the whole
system (excluding coll ocation-based prediction) very soon.

At this stage, the bi ggest issuesar ethose pertaining to the
integration of the various components of thesygem.

FOR INFORMATION

Marco Ba oni isaresear cher & the OeFAl, currently
working a the FASTY project, and focussing in
particuar on compound prediction

Email: marco@ai.univie.ac.a&

More about FASTY: www.fortec.tuwien.ac.at/fasty
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